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Application of Generalized Stochastic Petri Nets
to Performance Modeling of the RF
Communication in Sensor Networks
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Abstract. In this paper we model and analyse the radio frequency (RF)
transmission in wireless sensor networks using Generalized Stochastic
Petri Nets (GSPN). In our model two types of priority requests are con-
sidered. In the first type, high priority requests are queued and served
according to FIFO discipline. In the second type (case of blocking) low
priority requests join the orbit before retrying the request until they
find the server free. We consider the preemptive priority to the requests.
Indeed, in this study, we highlight the impact of the presence of priority
requests on network performances via GSPN formalism. Firstly, we study
the case where the high priority requests have non-preemptive priority
over lower ones. While, in the second case, we apply the preemptive dis-
cipline to the high priority requests. Finally, some numerical examples
are given to illustrate our analysis.

Keywords: Radio Frequency (RF) transmission · Wireless sensor net-
work · Generalized Stochastic Petri Nets · Modeling · Performance
evaluation · Priority requests

1 Introduction

Wireless sensor networks are rapidly emerging as an important new area in the
research community. Their applications are numerous and growing, and range
from indoor deployment scenarios in the home and the office to outdoor deploy-
ment scenarios in natural, military and embedded settings such as temperature,
pressure, fire alarms, motion etc. [8]. Wireless sensor sends such sensed data,
usually via radio frequency. Signal processing and communication activities are
the main parts of sensor networks. Therefore, optimal organization and man-
agement of the sensor network is very crucial in order to perform the desired
function with an acceptable level of quality [13]. In order to study the perfor-
mance of wireless sensor networks, many researchers rely mainly on queueing
theory especially retrial or priority queues [9,22].

In the last decades there has been significant contribution in the area of
retrial queueing theory. The particularity of these kinds of queueing systems is
that arriving requests, which find a server busy, go to some virtual place called
c© Springer International Publishing AG 2017
K. Barkaoui et al. (Eds.): VECoS 2017, LNCS 10466, pp. 33–47, 2017.
DOI: 10.1007/978-3-319-66176-6 3
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orbit and try their request after some random time. These queueing models
arises in many communication protocols, local area networks, and some other
life situations. For a detailed survey one can see [1,2,5–7,10,11,23] and the
references therein. Furthermore, there are some situations in sensor networks
where some requests are generally considered more important than others such
as: fire, explosion sounds in the military field, etc., so the modeling by retrial
queue with priority requests arises. In this context of modeling with priority
retrial queues, Berczes et al. introduce a non preemptive priority retrial model
for the transmission in wireless sensor networks which is based on vacation of
the server in [3]. This work is primary based on the works of [9,22]. Later, in [4],
Berczes et al. extend this model by adding the fact that at the arrival of high
priority requests wake up the Radio Frequency (RF) unit (server) while the low
priority requests can not do it.

Motivated by the need for performance models suitable for modeling and
evaluating of the Radio transmission in wireless sensor networks, we consider
a preemptive priority in order to extend the model of [4]. So, in our model,
two types of requests (high priority and low priority requests) arrive at the
system and if they find the server unavailable, the high priority requests join
the ordinary queue, while the low priority requests have to join the orbit and
reattempt after a random period. The server departs for a vacation when there
are no requests in the queue or in the orbit upon a service completion. Under
this scheme, when a vacation period expires, the server wakes up. If the queue or
the orbit are non-empty, the server starts serving requests according to the order
of priority. Otherwise, it remains awake for a limited time period, waiting for a
possible other request. If no requests arrive during this period, it goes for another
vacation. The particularity of our proposed model resides in the fact that any
high priority request, upon arrival, interrupts the service of low priority one and
begins its service. To analyse this model we used the generalized stochastic Petri
nets formalism (GSPN).

To highlight priority impact of priority requests on sensor networks perfor-
mances, we have considered two models. In the first model we considered the
case where the requests are served under the non-preemptive priority policy.
Whereas in the second model, the requests are served under the preemptive pri-
ority. For the numerical application, we compared the performance indices of the
models above for different parameters values. We considered the non preemptive
case where the high and the low priority requests have the same service rates
to compare our results with those in [4]. Furthermore, we considered different
service rates in the preemptive priority case to illustrate the influence of these
parameters on the performance indices of our model.

This paper is organized as follows: In Sect. 2, we introduce the proposed mod-
els of the RF transmission in wireless sensor networks in detail. In Sect. 3, we give
an overview of Petri Nets. The generalized Stochastic Petri Net models describ-
ing the RF transmission in wireless networks for the two cases: non preemptive
and preemptive priority are investigated in Sect. 4. Section 5 is devoted to the
performance characteristics where we give the main steady-state characteristics
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of the studied models. In Sect. 6, we provide various numerical results which are
presented and discussed in detail. We finally conclude and give some envisaged
further works.

2 The Basic Models

Our motivation is the need for performance models suitable for modeling and
evaluating of the Radio Frequency transmission in wireless sensor networks.
Thus, we consider in the RF transmission two types of requests: high priority
and low priority requests. The sources represent two classes of sensors: the emer-
gency class like fire alarms (high priority requests) while the second one refers
to the standard case like temperature measurement (low priority requests). The
basic operation of the model can be described as:

• Arrival and retrial process: Two types of requests high priority (resp.
low priority) requests arrive from two groups of finite sources with capacity
N1, resp. N2. The high priority (resp. low priority) requests follow Poisson
process with mean arrival rate λ1 (resp. λ2). Upon blocking, low priority
requests immediately join a pool of unsatisfied requests, called the orbit. Any
orbiting request tries to connect with the RF (server) after an exponential
time period with rate ν > 0, until it finds the server free.

• Service process: The RF unit (server) can be in two states: in ON state
(accessible), it is able to start processing the incoming requests, or in OFF
state, the RF unit can be asleep. The distribution of this ON state times is
exponential with parameter α. If there are no incoming requests during this
time period, the RF unit switches to OFF state. The distribution of this OFF
state times is exponential with parameter β. A listening session starts when
the server is in ON state and there are not requests waiting in the queue or
in the orbit.

If the server RF is in ON state at the arrival time of a low priority request,
it will be served according to exponential distribution with rate μ2. Any high
priority request in non preemptive case, which upon arrival finds the server
busy is queued up in an ordinary queue and will be served according to
exponential distribution with rate μ1. In the case of preemptive priority, the
service of a lower-priority request will be interrupted and begins its service
immediately with rate μ3. The interrupted request joins the orbit and will
restart service later. Indeed, in these two priorities cases, when the high pri-
ority request arrives when the server is at the OFF state, it wakes up the
RF unit and starts its service with an exponentially distributed initializa-
tion time with parameter γ. In the following, we present the GSPN models
describing the RF transmission in wireless sensor networks for the two cases
of non preemptive and preemptive priority.

3 An Overview of Generalized Stochastic Petri Nets

Petri nets (PNs) are a powerful modeling tool, introduced in 1962 by
Carl Adam [21]. In fact, they combine a well defined mathematical theory with a
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graphical representation of the systems dynamic behavior. PNs are widely studied
and successfully applied in different discrete event dynamic systems in computers
networks, real-time computing systems, telecommunication networks, etc. [12,14–
17]. The strong mathematical foundation of Petri nets and the amiability of a wide
range of supporting tools have made them popular among academic researchers. A
Petri Net is a collection of directed arcs connecting places and transitions. Places
may hold tokens, so the state or marking of a net is its assignment of tokens to
places. A transition is enabled when the number of tokens in each of its input places
is at least equal to the arc weight going from the place to the transition. When fired,
the tokens in the input places are moved to output places, according to arc weights
and place capacities.

In this paper, we use Generalized Stochastic Petri Nets (GSPN) formalism
[19,20], which is a modeling formalism that can be conveniently used for ana-
lyzing the complex models of discrete event dynamic systems and study their
performances or reliability evaluations. This formalism allows us to define two
classes of transitions: immediate transitions and timed transitions. Immediate
transitions fire in zero time, this means they occur instantaneously, so they
always have priority over any enabled timed transitions. While timed transitions
fire after a random exponentially distributed enabling time. A marking in which
immediate transitions are enabled is known as a vanishing marking, while a mark-
ing in which only timed transitions are enabled is known as a tangible marking.
The use of GSPN has several advantages due to the memoryless property of the
exponential distribution of firing times. [19,20] has shown that the stochastic
Petri nets are isomorphic to a Continuous-Time Markov Chain (CTMC). Thus,
solving GSPN models consists first to eliminate the vanishing states in order to
obtain an equivalent CTMC which contains only tangible states. In this way,
the performance measures of this GSPN model can be evaluated by a simple
computation of the steady-state distribution π = (π1, π2, π3, · · · , πn), which is
the solution of the following linear system:{

π.Q = 0;∑
i∈E

πi = 1; (1)

where: πi denotes the steady-state probability that the process is in the state Mi

and E is the set of the tangible states. Q is the infinitesimal generator matrix
of the Markov process and its elements are computed as a function of the timed
transitions firing rates [18].

4 GSPN Models of the RF Transmission in Wireless
Sensor Networks

The two GSPN models that we proposed to describe the RF transmission with
non preemptive (resp. preemptive) priority are depicted in Fig. 1 (resp. Fig. 2).
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Fig. 1. The non preemptive GSPN Model of the RF transmission in wireless sensor
networks.

Fig. 2. The preemptive GSPN Model of the RF transmission in wireless sensor net-
works.
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� In both GSPN models:

• The place P.Sour1 (resp. P.Sour2) contains the high priority (resp. low priority)
requests, represented by N1 (resp. N2) tokens, which represents the condition
that none of the N1 and N2 requests has arrived for service;

• The place P.Cust1 contains the high priority requests;
• The place P.Choice represents the condition that a primary or a repeated call

is ready for service;
• The place P.Orbit represents the orbit;
• The place P.serv1 (resp. P.serv2) represents the condition that the server is

busy by the high priority (resp. low priority) request;
• The place P.sleep represents the fact that the RF sleeps for power saving

purposes.
• The place P.serv.Idle represents the condition that server is idle, represented

by one token.
• When the transition tArri1 fires, one token is taken from PSour1 and is

deposited in PCust1. The firing of tArri1 indicates the arrival of a high prior-
ity request. This firing is marking dependent. Thus, the firing rate of tArri1

depends on the number of tokens in PSour1. If we have N1 tokens in PSour1,
the firing rate is N1λ1. The condition of marking dependent firing is repre-
sented by the symbol # placed next to the transition tArr1.

• If the arrived request is a low priority one, the transition tArri2 will fire, then
PChoice receives a token. Because the transition tArri2 is a marking dependent,
so the firing rate is N2λ2.

• The immediate transition tgo.serv1 is enabled when PServ.Idle contains one
token (i.e. the server is idle), and PCust1 is not empty (i.e. there is at least one
priority request). Once the transition tgo.serv1 is fired, a token is removed
from each of the two places PServ.Idle and PCust1, and it is placed in PServ1.
This token represents a high priority request in service.

• The immediate transition t.Orbit fires at the arrival of a low priority request
which finds no operational free server i.e. PServ.idle is empty. Hence, it joins
immediately the orbit represented by the place POrbit. Once in orbit, the
request starts generation of a flow of repeated calls exponentially distributed
with rate ν. The firing of transition tRetr represents the arrival of a repeated
call from the orbit.

• The immediate transition tgo.serv2 is fired if the place PCus1 is empty (This
condition is expressed by the inhibitor arc from place PCust1 to the transition
tgo.serv2.), PServ.idle contains one token represents the idle server and PChoice

contain one token. So, PServ2 receives a token representing a low priority
request in service.

• When there are no requests in PCus1 and PChoice a listening session is com-
mencing which is expressed by the inhibitor arcs. So, the firing of the transi-
tion tlisten represents the event that an idle server is in OFF state.

• The firing of transition tsleep represents the end of the OFF period. Hence,
the server is returned to the available state (ON state).

• Once in the OFF state, the server can serve the high priority requests if there
is at least one high priority request in PCus1.
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• The timed transition tServ2 (resp. tServ1 and tServ3) is fired to determine the
end of the low priority (resp. high priority) requests period service. Thus,
Psour2 (resp. in Psour1) receives a token which represents the condition that
a low priority request or a high priority one will be returned to be idle, and
a second token is deposited in PServ.idle which represents the condition that
the server is ready to serve another request.

� In the preemptive GSPN model:

• P.serv4 represents the condition that the server is busy by the high priority
request after interruption of low priority request service. So, the interrupted
request joins the orbit and will restart service later.

• At the end of a service period of the preemptive requests, timed transition
tgo.Serv4 fires. The request under service returns to free state Psour2 and the
server becomes idle.

5 Performance Measures

The aim of this section is to derive the formulas of the most important stationary
performance indices corresponding to a RF transmission. As all the proposed
models are bounded their initial markings are home states. Accordingly, their
steady-state probability distributions exist. In this case, several performance
indices can be computed by the formulas given in the following subsections.

� The mean arrival rate of the high priority requests η1 (resp. low
priority requests η2 are:

η1 =
∑

j∈(SMj)1

λ1(Mj)πj , η2 =
∑

j∈(SMj)2

λ2(Mj)πj ; (2)

with: (SMj)k is the set of markings where the transition tArrik is enabled, and
λk(Mj) is the firing rate associated with the transition tArrik in the marking
Mj , with k = 1, 2.

� The mean retrial rate of low priority requests:
The throughput of the transition tRetr gives the mean retrial rate of low priority
requests:

ηo =
∑

j∈(SMj)o

ν(Mj).πj ; (3)

with: (SMj)o is the set of markings where the transition tAretr is enabled, and
ν(Mj) is the firing rate associated with the transition tretr in the marking Mj .

� The mean rate of listening period:
This represents the throughput of the transition tlisten:

ᾱ =
∑

j∈(SMj)

α(Mj).πj ; (4)
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with: (SMj) is the set of markings where the transition tlisten is enabled, and
α(Mj) is the firing rate associated with the transition tlisten in the marking Mj .

� The mean rate of sleeping period:
This represents the throughput of the transition tlisten:

β̄ =
∑

j∈(SMj)

β(Mj).πj ; (5)

with: (SMj) is the set of markings where the transition tsleep is enabled, and
β(Mj) is the firing rate associated with the transition tsleep in the marking Mj .

� The mean number of the high priority requests η01 (resp. low priority
requests η02) in the queue:

η01 =
∑
j

Mj(PCust1) + Mj(PServ4)πj , η02 =
∑
j

Mj(POrbit).πj ; (6)

where, Mj(PCust1) is the number of tokens in place PCust1 in the marking Mj

and Mj(POrbit) is the number of tokens in place POrbit in the marking Mj . The
sum in this formula is made on all the accessible markings.

� The mean number of high priority requests ηS1 (resp. low priority
requests ηS2) in the system:

ηS1 =
∑
j

[Mj(PCust1) + Mj(PServ1) + Mj(PServ4)]πj ; (7)

ηS2 =
∑
j

[Mj(POrbit) + Mj(PServ2)]πj . (8)

The sum in this formula is made on all the accessible markings.

� The mean waiting time of high priority W1 (resp. low priority W2)
the requests:

W1 =
η01
η1

; W2 =
η02
η2

. (9)

� The mean response time of high priority τ1 (resp. low priority τ2)
requests:

τ1 =
ηS1

η1
; τ2 =

ηS2

η2
. (10)

� The blocking probability of low priority requests:

Bp =
∑
i

Prob{M(POrbit) ≥ 1 and M(P.serv.Idle) = 0}. (11)

� The probability that the server is busy by high priority request Ps1

(resp. low priority requests Ps2):

Ps1 =
∑
i

Prob{(M(Pserv1) = 1) or (M(Pserv4) = 1)}; (12)
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Ps2 =
∑
i

Prob{M(Pserv2) = 1}. (13)

� The probability of sleeping period:

Prs =
∑
i

Prob{M(Psleep) ≥ 1}. (14)

6 Numerical Results

In the present section, we study the effect of several parameters on the perfor-
mance measures in the sensor networks for the two cases: preemptive and non
preemptive priority. The results of this study are displayed in different figures.
On each figure the blue lines correspond to the non preemptive priority and the
red lines correspond to the preemptive priority. In Table 1, we considered the
same parameters as those used by Berczes et al. [4] in order to compare the
results.

Figure 3 displays the mean queue length versus the λ. We see that as the
arrival rate increases, the mean queue length increases. We note that the mean
queue length for the preemptive priority is less than in the non preemptive
priority. In the case of preemptive priority, the requests spend less time compared
to non preemptive case.

On Fig. 4 the mean orbit size of low priority requests is displayed as a function
of λ. We see that the mean number of requests in the orbit is an increasing
function of arrival rate. However, the mean orbit size in preemptive priority is
almost close to the mean orbit size in non preemptive priority. For high request
generation rates mean orbit size approaches N2 i.e. the low priority requests are
blocked. These results are useful for choosing the parameters that fine tuning
the size of the orbit.

In Fig. 5, mean waiting time spent in the queue are plotted versus arrival
rates. We remark that increasing of the arrival rates increases the mean waiting
time spent in the queue by the high priority requests. But the mean waiting
time in preemptive case is smaller than mean waiting time in the non preemptive

Table 1. Network parameters.

Parameter Symbol Value

Population size (N1, N2) (50, 50)

Arrival rates (λ1, λ2) ( λ
10

, 9λ
10

)

Service rates (μ1, μ2) (20, 20), (20, 10), (10, 20)

Retrial rate ν 2

Initialization rate γ 10

Mean time of sleeping period 1
β

0.5

Mean time of listening period 1
α

1.5
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Fig. 3. Mean queue length versus λ.

Fig. 4. Mean orbit size versus λ.

case. We remark also that the waiting time in the case of non preemptive priority
increases with the decreases of the service rate of low priority requests, contrary
to the case of preemptive priority where waiting time remains almost the same.

Figure 6 illustrates the behavior of mean waiting time in the orbit versus the
arrival rates. The curves show the increases of the waiting time in the orbit with
the increases of λ. We can see that for small values of λ ≤ 2 mean waiting time
in the orbit given by the preemptive case is close to mean waiting time in the
orbit given by the non preemptive one. But after this value, the requests spend
more time in the orbit. This is because the server interrupt the non preemptive
requests (which join the orbit) and serve the high priority requests.

Figures 7 and 8 show how much the increases of the arrival rate affects the
mean response time, especially for the low priority requests. We can also see
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Fig. 5. Mean waiting time in the queue versus λ.

Fig. 6. Mean waiting time in the orbit versus λ.

the influence of service rates, for example, the difference between the response
times for λ = 4.5 in the case of (μ1, μ2) = (20, 20) and (μ1, μ2) = (20, 10) is
significant. Furthermore, we remark that the mean response time of low priority
requests in non preemptive case is almost close to the mean response time in the
preemptive case for a lower values of the arrival rates (λ ≤ 2.3). But priority
requests response time in the case of preemptive case gives the best results. This
is because the server is busy a lot more with priority requests.

In Fig. 9 the blocking probability of retrial requests curves are plotted versus
the arrival rate λ. From this figure it is shown that this probability increases as
λ increases and approaches one. The increasing of this blocking probability is
rapid for a small value of μ2. This figure also shows that the optimal choice of
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Fig. 7. Mean response time of low priority requests versus λ.

Fig. 8. Mean response time of high priority requests versus λ.

blocking probability for the retrial requests corresponds to the case of preemptive
discipline.

Figure 10 illustrates the behavior of the probability that the server is busy
versus the arrival rate λ. We have presented two curves which correspond to
the probability that the server is busy by the high priority (resp. low priority)
requests. These curves show the probability that RF is busy by the low priority
request increases until the maximum and decreases to approaches zero. The
observed peak in curve indicates that from the λ = 0.5 corresponding to this
point, the high-priority requests are strongly constrained to be preferred over
low-priority requests. We notice that this probability approaches zero with the
increases of λ. The zero is reached rapidly for a lower values of μ1. We can
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Fig. 9. Blocking probability of retrial requests versus λ.

see also that in the case of preemptive discipline this probability is less than in
preemptive case.

Fig. 10. The probability that the server is busy versus λ.

Figure 11 shows that the increases of the sleeping period rate doesn’t influ-
ences a lot for the mean queue length and for the orbit size. For example, the
mean number of waiting requests is around 0.02 in the case of preemptive priority
and around 0.11 in the case of non preemptive priority. Otherwise, the average
number of requests in the orbit is between [21.4, 22.4] in the case of preemptive
priority, and between [22.1, 23.4] in the case of non preemptive priority. We con-
stat that the number of priority requests in the queue does not depend on the
sleeping period rate, this is due the wake up of the server and the preemptive
priority of the requests.
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Fig. 11. Mean queue length and mean orbit size versus β.

7 Conclusion

Sensor networks can increase the efficiency of many military and civil applica-
tions, such as combat field surveillance, security and disaster management where
conventional approaches prove to be very costly and risky [13]. This paper aims
at modeling and studying performances of the RF transmission in wireless sensor
networks by using Generalized Stochastic Petri Nets (GSPN). We studied two
models: in the first the high priority requests have non-preemptive priority over
lower ones while, in the second model, we applied the preemptive priority to the
high priority requests. According to this study we can see that the preemptive
priority is favorable to higher priority customers, because they are not influenced
by lower priority customers at all. The advantage of our approach resides in the
expressive power that the GSPN formalism offer in order to construct a sim-
ple model for the RF transmission in sensor networks. The numerical results are
discussed and show the positive and negative effects of parameters on several per-
formance Indices. The performance results obtained and compared to [4] showed
that our model based on preemptive priority improves the network performances
with better blocking probability compared to non preemptive one, especially for
high priority requests. The results show significant performance improvements
in the processing of high priority requests. The conclusion is that the proposed
model can be implemented in sensor networks situations where some requests
are considered more important than others such us: fire, explosions sound in the
military field.

In future, we plan to extend our model to mixed priority with more sleeping
period schemes.
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22. Wüchner, P., Sztrik, J., Meer, H.: Modeling wireless sensor networks using finite-
source retrial queues with unreliable orbit. In: Hummel, K.A., Hlavacs, H.,
Gansterer, W. (eds.) PERFORM 2010. LNCS, vol. 6821, pp. 73–86. Springer, Hei-
delberg (2011). doi:10.1007/978-3-642-25575-5 7

23. Yang, T., Templeton, J.G.C.: A survey on retrial queues. Queueing Syst. 2(3),
201–233 (1987)

http://dx.doi.org/10.1007/3-540-36978-3_23
http://dx.doi.org/10.1007/978-3-642-25575-5_7


 



Author Index

Aïssani, Djamil 33
Aman, Bogdan 155
André, Pierre 124
Angelis, Lefteris 48
Ayub, Muhammad Saad 1

Barkaoui, Kamel 108
Béchennec, Jean-Luc 64
Ben Hedia, Belgacem 171
Benmbarek, Momtez 17
Bensalem, Saddek 48, 171
Bliudze, Simon 171
Boussif, Abderraouf 92
Briday, Mikaël 64

Ciobanu, Gabriel 155

Escheikh, Mohamed 108
Ezzedine, Tahar 108

Faucou, Sébastien 64

Ghazel, Mohamed 92
Guesmi, Hela 171

Hakmi, Sedda 33
Hasan, Osman 1
Huang, Libo 79

Jouini, Hana 108

Kamali, Mojgan 189
Katsaros, Panagiotis 48

Le Nabec, Briag 171
Lekadir, Ouiza 33

Ma, Jianqiao 79
Mangean, Armel 64

Nouri, Ayoub 48

Petre, Luigia 189
Poplavko, Peter 48

Qian, Cheng 79

Rivière, Nicolas 124

Seghaier, Ibtissem 139

Tahar, Sofiène 139

Waeselynck, Hélène 124
Wang, Zhiying 79

Younes, Sana 17
Yu, Qi 79

Zerzelidis, Alexandros 48



 



Organization

VECoS 2017 was organized by Concordia University in Montreal, Quebec, Canada
with the support of Polytechnique Montreal, New Jersey Institute of Technology, Le
Cnam, and Formal Methods Europe.

VECoS was created by a Euro-Med network of researchers in computer science in
the form of an annual workshop series. The first workshop, VECoS 2007, took place in
Algiers (Algeria), VECoS 2008 took place in Leeds (UK), VECoS 2009 in Rabat
(Morocco), VECoS 2010 in Paris (France), VECoS 2011 in Tunis (Tunisia), VECoS
2012 in Paris (France), VECoS 2013 in Florence (Italy), VECoS 2014 in Bejaia
(Algeria), VECoS 2015 in Bucharest (Romania), VECoS 2016 in Tunis (Tunisia).

Steering Committee

Djamil Aissani LAMOS, Université de Bejaia
Hassane Alla GIPSA Lab INPG Grenoble
Kamel Barkaoui CEDRIC CNAM Paris
Hanifa Boucheneb Veriform, Polytechnique Montreal
Francesco Flammini Ansaldo STS, Milano
Belgacem Ben Hedia LIST CEA Saclay
Mohamed Kaaniche LAAS CNRS, Toulouse
Bruno Monsuez ENSTA UIIS, Paris
Nihal Pekergin LACL Université Paris Est Créteil
Tayssir Touili LIPN, CNRS Université Paris Nord

Executive Committee

Conference Co-chairs

Sofiène Tahar Concordia University, Montreal, QC, Canada
Ali Mili New Jersey Institute of Technology, Newark, NJ, USA

Program Co-chairs

Kamel Barkaoui CNAM, Paris, France
Hanifa Boucheneb Polytechnique Montreal, QC, Canada

Organizing Chair

Otmane Ait Mohamed Concordia University, Montreal, QC, Canada

Publicity Co-chairs

Belgacem Ben Hedia CEA-LIST, Saclay, France
Vladimir-Alexandru Paun ENSTA ParisTech, Palaiseau, France



Referees

T. Abdellatif
D. Aissani
H. Alla
Y. Ait Ameur
M.F.i Atig
E. Badouel
K. Barkaoui
F. Belala
I. Ben-Hafaiedh
B. Ben-Hedia
S. Bensalem
A. Benzina
S. Bliudze
P. Bonhomme
F. Boniol
T. Bouabana-Tebibel
A. Bouabdallah
H. Boucheneb
S. Bouzefrane
F. Brandner
F. Chu
G. Ciobanu

M. Van Eekelen
M. Escheikh
A. Fantechi
A. Felty
F. Flammini
M. Frappier
F. Gadducci
B. Van Gastel
A. Geniet
M. Ghazel
S. Haddad
B. Heidergott
M. Ioulalen
M. Jaber
R. Janicki
A. Jaoua
C. Jerad
M. Jmaiel
J. Julvez
M. Kaaniche
L. Kahloul
R. Khedri

O. Korbaa
L. Kristensen
Z. Li
D. Liu
M. Maouche
A. Melo
A. Mili
B. Monsuez
M. Mosbah
A. Nouri
M. Ouederni
M. Oussalah
V.A. Paun
R. Rebiha
A. Rezine
R. Robbana
S. Tahar
F. Thabet
T. Touili
F. Toumani
R. Villemaire
K. Wolf

Additional Reviewers

B. Aman
I. Ghorbel
S. Ghoul
M. Jan
H. Khemissa
B. Liu
H. Sahli

P. Saivasan
L. Sfaxi
R. Sirdey
M. Soualhia
E. Tuosto
N. Wu

Sponsoring Institutions

Concordia University, QC, Canada
Polytechnique Montreal, QC, Canada
New Jersey Institute of Technology, NJ, USA
Le Cnam, France
Formal Methods Europe
RESMIQ, Canada
CEA-LIST, France

VIII Organization





Contents

Formal Probabilistic Analysis of a Virtual Fixture Control Algorithm
for a Surgical Robot . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

Muhammad Saad Ayub and Osman Hasan

Performance Analysis of Multi-services Call Admission Control in Cellular
Network Using Probabilistic Model Checking. . . . . . . . . . . . . . . . . . . . . . . 17

Sana Younes and Momtez Benmbarek

Application of Generalized Stochastic Petri Nets to Performance Modeling
of the RF Communication in Sensor Networks . . . . . . . . . . . . . . . . . . . . . . 33

Sedda Hakmi, Ouiza Lekadir, and Djamil Aïssani

Regression-Based Statistical Bounds on Software Execution Time. . . . . . . . . 48
Peter Poplavko, Ayoub Nouri, Lefteris Angelis, Alexandros Zerzelidis,
Saddek Bensalem, and Panagiotis Katsaros

WCET Analysis by Model Checking for a Processor with Dynamic Branch
Prediction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

Armel Mangean, Jean-Luc Béchennec, Mikaël Briday,
and Sébastien Faucou

Factor-Based C-AMAT Analysis for Memory Optimization . . . . . . . . . . . . . 79
Qi Yu, Libo Huang, Cheng Qian, Jianqiao Ma,
and Zhiying Wang

An Experimental Comparison of Two Approaches for Diagnosability
Analysis of Discrete Event Systems - A Railway Case-Study . . . . . . . . . . . . 92

Abderraouf Boussif and Mohamed Ghazel

Mobility Load Balancing over Intra-frequency Heterogeneous Networks
Using Handover Adaptation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

Hana Jouini, Mohamed Escheikh, Kamel Barkaoui,
and Tahar Ezzedine

A Toolset for Mobile Systems Testing . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
Pierre André, Nicolas Rivière, and Hélène Waeselynck

Intertwined Global Optimization Based Reachability Analysis. . . . . . . . . . . . 139
Ibtissem Seghaier and Sofiène Tahar

Analyzing Distributed Pi-Calculus Systems by Using the Rewriting
Engine Maude . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

Bogdan Aman and Gabriel Ciobanu



TT-BIP: Using Correct-by-Design BIP Approach for Modelling Real-Time
System with Time-Triggered Paradigm . . . . . . . . . . . . . . . . . . . . . . . . . . . 171

Hela Guesmi, Belgacem Ben Hedia, Simon Bliudze, Saddek Bensalem,
and Briag Le Nabec

Uppaal vs Event-B for Modelling Optimised Link State Routing. . . . . . . . . . 189
Mojgan Kamali and Luigia Petre

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 205

XVI Contents



 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 


	Livre VECoS Table des matières.pdf
	Livre VECoS Table des matières_Page_1
	Livre VECoS Table des matières




